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ABSTRACT
Dynamic base station activation (DBA) has recently emerged as a viable solution for reducing energy consumption in cellular networks. While most of the works on this topic focused on centralized decision making algorithms, in this paper we investigate distributive solutions. These solutions are particularly desirable due to importance of self-organization and self-optimization in future cellular networks. The goal of DBA is to achieve an optimal trade-off between network operation's revenue and operational cost while guaranteeing coverage for network users. The problem is posed as a network utility maximization aiming to find the optimal activation schedule of each base station. Using Lagrangian duality, the problem is decomposed into smaller subproblems, where each subproblem is solved locally at its associated base station. Controlled message passing among base stations ensures convergence to the global optimal solution. Moreover, this general solution is further extended to capture the combinatorial nature of DBA. Finally, numerical results are provided to demonstrate the behavior of our solution in terms of utility and cost trade-off and convergence in some example network scenarios.
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1. INTRODUCTION
With the proliferation of smartphones, cellular service providers have witnessed massive increase of data traffic in their networks. For example, one cellular operator in the US reported 8000% growth in data traffic from 2007 to 2010 [3]. It is expected that the cellular data traffic will continue to grow and will increase 13-fold over the next 5 years [3]. The increase in data traffic has put high pressure over cellular operators to enhance their network capacity by adopting new solutions and technologies [2]. Most notably, operators are moving towards denser deployment of base stations (BSs). In dense deployments, each base station covers a small geographical area and serves a small number of users which allows it to provide them with higher data rates.

While with the dense deployment of base stations, better data service is provided to users, more energy is also consumed to activate different parts of the radio access network. As a result, in addition to initial investment to expand the network capacity, higher operational expenditure, e.g., electricity bill, is also a challenge that need to be considered by network operators. The issue is more highlighted to note that among various elements of a cellular network, base stations account for 60-80% of the total network energy consumption. With current base stations, 80-90% of peak energy is consumed even in idle or low traffic state [17]. This energy is spent in cooling system and idle-mode signaling and processing as soon as the base station is powered on. In other words, current base stations are not energy-proportional. However as we discuss later, by taking the characteristics of cellular traffic into consideration, energy-proportional base station operation can be emulated in the network, albeit at a coarser granularity.

Measurement studies have shown that cellular traffic exhibits periodic fluctuations both in time and space [20]. This behavior can be attributed to different usage patterns during days and nights, weekdays and weekends, and across residential and business areas. Nevertheless, cellular operators often deploy as many base stations as necessary to satisfy the peak traffic demand, while keeping them active (i.e., in the On state) all the time. While it might seem that energy consumption issue could be addressed via dynamic transmission power control in base stations, the benefits of such mechanisms are marginal due to the mentioned sources of energy consumption in BS equipment (e.g., cooling system).
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1Energy consumed during the peak traffic load.
2Base stations in which energy consumption is proportional to the amount of traffic passing through.
Recent analysis of cellular traffic [19,22] has demonstrated that by dynamically activating base stations in a network, significant energy savings can be achieved. The idea is to completely power off underutilized base stations when their traffic load could be handled by nearby base stations. In turn, when the load in some parts of the network exceeds the capacity of the current active base stations, power on some inactive base stations so as to satisfy the demand. In this paper, we consider distributed base station activation problem in the context of a densely-deployed network. Specifically, we develop distributed mechanisms that explore the high coverage overlap in the network [11] to select an active set of base stations that results in the optimal matching between the provisioned network capacity and traffic load.

To this end, a measure is needed for evaluating the quality of a particular active set of base stations with respect to network users' satisfaction. A common approach to achieve such a measure, is to model user's satisfaction via the well-established notion of utilities. In this framework, a utility function is associated to each user, where the user utility is an increasing function of the amount of resources allocated to the user. Then, base station activation problem is modeled following the framework of Network Utility Maximization (NUM) [21]. There are however some subtle differences between our problem and classic NUM problems as follows. First, traffic requirements of cellular users are different from typical Internet users. Consequently the types of utility functions considered in our work are different from those considered in classic NUM problems. Second, due to the On/Off operation of base stations, this problem has a combinatorial nature, which adds to the complexity of the problem.

There are only a few recent works on this subject. In [20], a location-dependent traffic profiling study is conducted on real 3G network traces showing that 23-53% energy saving is possible via dynamic base station activation. Operators cooperation is investigated in [10], where optimal switch-off frequencies of base stations are computed in order to achieve balanced energy savings and roaming costs. Assuming a sinusoidal traffic profile, and following a threshold-based activation rule by each base station, an analysis of achievable energy savings is provided in [19]. The closest works to ours are presented in [23] and [22]. In [23], centralized and heuristic methods are presented for finding and deactivating the base station with the lowest load. The joint problem of base station activation and user association is studied in [24], where the objective is to minimize a joint energy and delay cost function. What distinguishes our work from the aforementioned works is that unlike them, we develop distributed algorithms that do not rely on a centralized controller.

Having a centralized decision maker, each base station is required to report its local state including load distribution in its coverage area and average channel gains to the central controller. These local states, collectively, define the state of the network. As network state changes over time, regular feedback is required to keep the controller informed about it. Thus, exchanging the state information between base stations and the controller imposes a high communication and computation overhead on the backhaul links, which is highly undesired in cellular networks [6]. A simpler scheme (in terms of the communication overhead) can be designed by delegating the role of the centralized controller to the base stations, as described in this paper. The distributed algorithm lets each base station decide on its activation/deactivation schedule by communicating only with its neighboring base stations without the need to communicate with a single centralized controller.

Our contributions in this paper can be summarized as follows:

- The DBA problem is formulated as a NUM problem with the objective of finding an optimal trade-off between operator revenue and network operational cost. Characteristics of cellular data traffic are considered in the formulation.
- The formulated problem features many local optima thus does not adhere to a distributed solution easily. Accordingly, an appropriate transformation is introduced in the objective function to make it strictly concave.
- A distributed algorithm is devised based on the Lagrangian dual decomposition, in which each base station computes its optimal activation probability through message exchange with its neighbors. In addition, each base station independently decides to activate or deactivate itself based on a locally computed activation probability.
- The DBA problem formulation is extended to more appropriately reflect the On/Off feature of the problem by considering general BS activation cost functions. The solution to the extended problem is obtained via difference of convex functions programming [24].

The rest of the paper is organized as follows. Section 2 describes the system model considered in the paper. The problem is formulated in section 3. Our distributed algorithm is presented in section 4. Sample numerical results are provided in section 5. Finally, section 7 concludes this paper.

2. SYSTEM MODEL AND ASSUMPTIONS

2.1 Network Model

The system considered in this paper includes the radio access part of a cellular network which consists of a number of base stations that collectively provide coverage for the network. The area under the coverage of the base stations is discretized to a set of locations. Let \( B = \{b_1, \ldots, b_n\} \) and \( L = \{l_1, \ldots, l_m\} \) denote the set of base stations and the set of locations respectively. Activating each base station \( b_i \) incurs a cost of \( c_i \) \((c_i \geq 0)\) which is determined based on the total energy consumed at the base station while it is powered on. It is assumed that \( c_i \) is constant as the total power consumed at a base station is relatively constant (recall that base stations are not energy-proportional). Let \( L_i \) denote the subset of locations that can be covered by base station \( b_i \). The notion of coverage will be clarified in the next section. Let \( B_i \) denote the set of all base stations that cover location \( l_j \). Furthermore, let \( S_i \) denote the set of locations that are associated to \( b_i \). By association of \( l_j \) to \( b_i \), we mean that \( b_i \) is responsible for determining the amount of resources allocated to \( l_j \) from every BS in \( B_i \). We assume that a location might receive service from multiple BSs but it is associated to only one of them based on e.g., proximity. The
set of neighbors of base station \( b_i \), denoted by \( \mathcal{N}_i \), is defined as the set of all base stations that cover at least one common location with \( b_i \), i.e., \( \mathcal{N}_i = \{ b_j | \mathcal{L}_j \cap \mathcal{L}_i \neq \emptyset \} \).

Time is divided into scheduling epochs. At the end of each epoch, a subset \( A \) of base stations is selected for activation in the next scheduling epoch. Decisions are made only based on downlink traffic which is readily available to BSs.

Expectedly, \( A \) should match the traffic load of \( \mathcal{L} \), while incurring the minimal total cost. The cost of activating the base station set \( A \) is given by \( C(A) = \sum_{b_i \in A} \mathcal{C}_i \).

Frequently switching base stations between On and Off states consumes energy, takes time, and generates huge amount of signalling traffic to re-associate users. To avoid unnecessary overhead due to transient network states, user association and resource allocation are carried out on a different timescale than the base station activation. The former is done at a fast timescale (e.g., every few milli-seconds) based on current users’ channel states, while the latter is done at a much slower timescale (e.g., every few minutes) based on average network information, i.e., capacity and demand, in the next scheduling epoch.

### 2.2 Resource Allocation

As implemented in the current 3GPP LTE systems, the radio access interface is assumed to be based on OFDMA. In OFDMA systems, available frequency bandwidth is partitioned into orthogonal subchannels which are the allocable resources to users. The total base station power \( P \) is divided between these subchannels. In our model, instead of dealing with individual users, we consider locations, where multiple users can be present in a single location. We further assume that channel variations across the channels allocated to a location are negligible as our model only considers long-term average rates that can be achieved over subchannels, as opposed to instantaneous rates that depend on short-term channel fluctuations.

Assume that base station \( b_i \) uses a subchannel to communicate with a user at location \( l_j \). Let \( p_{ij} \) and \( g_{ij} \) denote the transmission power and long-term average power gain of subchannel. Then, the average received signal power at location \( l_j \) is given by \( g_{ij} \cdot p_{ij} \). A location is considered covered by a base station if the received power of the pilot signal at that location is higher than a prespecified threshold. Let \( r_{ij} \) denote the received rate at location \( l_j \). Using the Shannon capacity formula, we have \( r_{ij} = \log(1 + \frac{\beta g_{ij} p_{ij}}{n_j I_j}) \), where \( \beta \) is the SINR gap due to limited modulation. Also, \( n_j \) and \( I_j \) denote background noise power and interference power at location \( l_j \) respectively. Similar to \[13\], to make the formulation tractable, we use an upper bound \( I \) on the interference power instead of using the exact \( I_j \). \( I \) is the maximum multi-cell interference temperature or (maximum tolerable interference level) as mentioned in \[14\]. Doing so, we achieve a conservative rate function that does not need substantial amount of signaling to compute the actual value of interference at each location. We further borrow some simplifying assumptions from the literature \[13\] given as follows:

- We assume that each subchannel can be fractionally shared among users \[13\]. This is indeed the case in OFDM systems such as WiMax and LTE as each subchannel is shared among multiple users using TDMA, i.e., resources are shared in frequency and time. The assumption is particularly true for our model as we consider the long-term system averages.

- We assume the total transmission power \( P \) is divided equally among all subchannels. Therefore, if there exists \( R \) subchannels then the allocated subchannel power is \( p = P/R \). As shown in \[13\], this scheme is nearly-optimal.

- As provisioned in LTE networks \[13\], we assume that neighboring cells are able to coordinate allocation of resources to users in overlapping regions such that orthogonal resources are allocated from neighboring BSs to locations in overlapping regions.

In the rest of the paper, we use the term resource to refer to the subchannels at a base station. Let \( \gamma_{ij} \) denote the fraction of resources allocated to location \( l_j \) from base station \( b_i \). Following the third assumption, the total received rate at location \( l_j \) is given by:

\[
 r_j = \sum_{b_i \in \mathcal{B}_j} \gamma_{ij} \cdot R_{ij}, \tag{1}
\]

where, \( R_{ij} \) is the rate received from base station \( b_i \) if all of its resources were to be allocated to location \( l_j \), i.e.,

\[
 R_{ij} = R \cdot \log(1 + \frac{\beta g_{ij} p_{ij}}{n_j I}), \tag{2}
\]

Consider a set \( \mathcal{A} \) of active base stations. Let \( r = [r_j]|_{j \in \mathcal{L}} \) denote a vector of rates achievable at location set \( \mathcal{L} \). Define the set of all rate vectors achievable at location set \( \mathcal{L} \) by the active base station set \( \mathcal{A} \) as the rate region of \( \mathcal{A} \), which is denoted by \( \mathcal{R}_A \). We then have

\[
 \mathcal{R}_A = \left\{ r = [r_j] : \sum_{b_i \in \mathcal{A}} \gamma_{ij} R_{ij} = r_j, \sum_{l_j \in \mathcal{L}, b_i \in \mathcal{A}} \gamma_{ij} \leq 1 \right\}. \tag{3}
\]

### 2.3 User Traffic and Utility

Cellular data traffic is a mix of elastic and inelastic traffic. Cellular networks support real-time audio and video streaming applications that require certain minimum rate guarantees to function properly. There are also applications such as file transfer that do not have this constraint. This mix of elastic and inelastic applications can be modeled as rate-adaptive applications with a minimum rate requirement. In this work, we consider \( \alpha \)-critical functions to model utility of this type of applications. In \( \alpha \)-critical functions \[8\], the function value is 0 before a certain threshold. Once the threshold is met, the increase of the utility value is based on a concave function. Moreover, we combine user utilities at each location and represent the aggregate utility as a single function. Specifically, at each location \( l_j \), the utility function \( U_j(\cdot) \) is defined as follows:

\[
 U_j(x_j) = u_j([x_j - d_j]^+), \tag{4}
\]

where \( u_j(\cdot) \) is an increasing concave function, \( x_j \) is the rate received at location \( l_j \), \( d_j \) is the base demand at \( l_j \), and \([x]^+ = \max(0, x)\). For an active base station set \( \mathcal{A} \), the system utility of \( \mathcal{A} \) is defined as follows:

\[
 U(\mathcal{A}) = \max_{x \in \mathcal{R}_A} \sum_{l_j \in \mathcal{L}} U_j(x_j). \tag{5}
\]
3. PROBLEM FORMULATION

To be able to make optimal activation decisions, each base station needs to know the state of its neighbors a priori. Due to inter-dependence of all BS decisions, this information cannot be made available to all BSs at the same time. Therefore, in our formulation, the next likely configuration of each base station is computed and propagated to its neighbors. To this end, an activation probability is assigned to each base station. The probabilities are assigned so that the expected net utility is maximized. To find the optimal activation probabilities without the need for a centralized controller, we design a distributed iterative message passing algorithm among base stations. Overall, the base station activation works as follows:

1. In each scheduling epoch, every base station iteratively solves a local problem to find its activation probability and exchanges its results with its neighbors until a stable solution is found.

2. At the end of a scheduling epoch, each base station decides to become active or inactive based on the optimal activation probabilities computed via the iterative algorithm of step (1).

Let \( \alpha_i \) denote the activation probability associated with base station \( b_i \). Accordingly, the net utility maximization problem is given by

\[
\max_{\alpha} \sum_{b_i} U_i(\alpha_i, \{\alpha_{i'}\}_{i' \in N_i}) - \alpha_i c_i ,
\]

where \( U_i(\cdot, \cdot) \) is the utility of base station \( b_i \), which depends on its activation probability as well as the activation probabilities of its neighbors, i.e., \( \{\alpha_{i'}\}_{i' \in N_i} \). In (7), both system utility and system cost are expressed as functions of activation probabilities. We intend to express both system utility and cost as functions of allocated resources. Let \( y_{ij} \) denote the fraction of resources allocated to \( b_i \) conditioned on the activation of \( b_i \). Then, the expected fraction of resources allocated to \( b_i \) is given by \( x_{ij} = \alpha_i y_{ij} \). It follows that

\[
\sum_{l_j \in L_i} \alpha_i y_{ij} = \sum_{l_j \in L_i} x_{ij} .
\]

When a base station is activated, all its available resources are allocated to users, i.e., \( \sum_{j} y_{ij} = 1 \). Thus, the relation between \( \alpha_i \) and \( x_{ij} \)’s is given by

\[
\alpha_i = \sum_{j} x_{ij} .
\]

Utility of base station \( b_i \) is defined as the sum of location utilities for all locations under its coverage assuming fixed rate contribution from its neighbors to each location. In other words, \( U_i(\cdot, \cdot) \) is defined as follows

\[
U_i(\alpha_i, \{\alpha_{i'}\}_{i' \in N_i}) = \sum_{l_j \in L_i} u_j(x_{ij}, \{x_{i'j}\}_{i' \in B_i \setminus b_i})
= \sum_{l_j \in L_i} u_j(x_{ij} r_{ij}) + \sum_{i' \in B_i \setminus b_i} x_{i'j} r_{i'j} .
\]

Accordingly, we can express (11) as follows

\[
\max_{x} \sum_{l_j \in L} u_j \left( \sum_{b_i \in B_j} x_{ij} r_{ij} - d_j \right) - \sum_{b_i \in B} \left( \sum_{l_j \in L} x_{ij} \right) c_i .
\]

In addition to maximizing the net utility, the minimum rate demand should be satisfied at each location as well. Thus, the optimization problem (11) has the following set of constraints

\[
\sum_{b_i \in B_j} x_{ij} r_{ij} \geq d_j , \quad \forall l_j \in L .
\]

There is also another set of constraints on the resources available to BSs as

\[
\sum_{l_j \in L_i} x_{ij} \leq 1 , \quad \forall b_i \in B .
\]

Problem (11) is a convex optimization problem that can be solved efficiently using interior-point methods, however, applying dual decomposition techniques on (11) is not straightforward since these methods need the objective to be strictly concave. Although the objective function of (11) is strictly concave w.r.t resources allocated from a specific BS, e.g., \( b_i \) to \( l_j \), it is not w.r.t. the total received rate (when \( \sum_{b_i \in B_j} x_{ij} r_{ij} \) is fixed the function is constant). This may result in infeasibility of the dual of (11) at some points. To circumvent the issue, we apply the proximal point technique in which a quadratic term is added to the objective function for every variable \( x_{ij} \). Doing so, the objective function is modified as follows

\[
\sum_{l_j \in L} u_j \left( \sum_{b_i \in B_j} x_{ij} r_{ij} - d_j \right) - \sum_{b_i \in B} \sum_{l_j \in L} \frac{c_i}{2} (x_{ij} - y_{ij})^2 + \sum_{b_i \in B} c_i \left( \sum_{l_j \in L} x_{ij} \right) .
\]

where \( e_j > 0 \). The optimal value of (13) coincides with the one from (11); that is if \( x^* \) is an optimal solution of (11), then \( x = x^* \); \( y = x^* \) is the optimal solution of (11).

Problem (11) can be solved by Gauss-Seidel method in which the following steps are performed alternately. First, while

\[
x(t + 1) = \max_{x} \sum_{l_j \in L} u_j \left( \sum_{b_i \in B_j} x_{ij} r_{ij} - d_j \right) - \sum_{b_i \in B} \sum_{l_j \in L} \frac{c_i}{2} (x_{ij} - y_{ij})^2 + \sum_{b_i \in B} c_i \left( \sum_{l_j \in L} x_{ij} \right) .
\]

Then \( y \) is updated according to

\[
y(t + 1) = x(t + 1) .
\]

It is easy to show that \( x(t) \to x^* \) as \( t \to \infty \). Also, (15) can be solved using dual methods. Lagrangian of (16) is given by

\[
L(x, \lambda, \nu) = \sum_{b_i \in B} \left( \sum_{l_j \in L_i} u_j \left( \sum_{b_k \in B_j} x_{kj} r_{kj} - d_j \right) - \frac{e_j}{2} (x_{ij} - y_{ij})^2 - c_i \left( \sum_{l_j \in L} x_{ij} \right) \right)
+ \sum_{b_i \in B} \lambda_i \left( \sum_{l_j \in L} x_{ij} r_{ij} - d_j \right) + \sum_{b_i \in B} \nu_l (1 - \sum_{l_j \in L} x_{ij})
\]
where $\lambda = [\lambda_i]_{i \in I}$ and $\nu = [\nu_i]_{i \in I}$ are Lagrange multipliers for the sets of constraints (13) and (15) respectively. The associated Lagrange dual function for Lagrangian (10) is then expressed as

$$
\max_x L(x, \lambda, \nu) = \sum_{b_i \in B} \max_x D_i(x, \lambda, \nu) - \sum_{l_j \in L} \lambda_j d_j + \sum_{b_i \in B} \nu_i
$$

where $D_i$ is given as follows

$$
D_i(x, \lambda, \nu) = \sum_{l_j \in S_i} \left( u_j \left( \sum_{b_k \in B_j} x_{kj} r_{kj} - d_j \right) - \frac{\nu_j}{2} \left( x_{kj} - y_{kj} \right)^2 \right)
$$

where $\lambda_j(t + 1) = \left[ \lambda_j(t) - \xi \left( \sum_{b_k \in B_j} x_{kj} r_{kj} - d_j \right) \right]_+$

$$
\nu_i(t + 1) = \nu_i(t) - \xi \left( 1 - \sum_{l_j \in L_i} x_{ij} \right)
$$

and represents the local subproblem that is solved at BS $b_i$. Then the dual of (15) is represented as

$$
\min_{\lambda \geq 0, \nu} g(\lambda, \nu). \quad (19)
$$

where $\tau = (0, 1]$. The algorithm is guaranteed to converge to the optimal solution. For details of the convergence, see [14]. Following the algorithm, each BS $b_i$ operates as follows. Knowing $r_{kj}$ for each neighboring BS $b_k$ to all the locations $l_j \in S_i$, it solves (15) and then sends the obtained dual variable $\nu_i$ to the corresponding BS $b_k$. Each BS $b_k$ updates $\nu_i$ according to (21), based on the received and locally-computed $x_{kj}$'s. Then it updates all its neighbors with the new $\nu_i$. This allows $b_i$ to compute $z(t)$ and update $y$. Following this procedure, the algorithm can be implemented in a completely distributed manner by message passing between neighboring base stations.

Now we would like to show how to find the optimal value of local optimization problem from the current set of Lagrange multipliers $\lambda, \nu$. According to Karush-Kuhn-Tucker (KKT) theorem, the stationary point of the Lagrangian, i.e., the solution to $\nabla_y L(x, \lambda, \nu) = 0$, gives the unique solution to problem (17). Based on (18), we have

$$
\frac{\partial D_i}{\partial x_{kj}} = r_{kj} u' \left( \sum_{b_k \in B_j} x_{kj} r_{kj} - d_j \right) - e_j(x_{kj} - y_{kj}) + \lambda_j r_{kj}
$$

(23)

and

$$
\frac{\partial D_i}{\partial x_{kj}} = \sum_{b_k \in B_j} x_{kj} r_{kj} - d_j - e_j(x_{kj} - y_{kj}) + \lambda_j r_{kj}
$$

(24)

Then we have

$$
\frac{\partial D_i}{\partial x_{kj}} = \frac{w_j r_{kj}}{\sum_{b_k \in B_j} x_{kj} r_{kj} - d_j - e_j(x_{kj} - y_{kj}) + \lambda_j r_{kj}} - e_j(x_{kj} - y_{kj}) + \lambda_j r_{kj}
$$

(25)

Define $s_j, \theta_j$ and $\mu_j$ as follows:

$$
s_j = \frac{\lambda_j r_{kj}}{d_j - e_j x_{kj}}
$$

$$
\theta_j = \frac{\lambda_j r_{kj}^2}{d_j - e_j x_{kj} + \lambda_j r_{kj}}
$$

$$
\mu_j = w_j \sum_{b_k \in B_j} r_{kj}^2
$$

Then, (25) is simplified as follows

$$
\frac{\mu_j}{s_j - d_j} - e_j s_j + \theta_j = 0
$$

which results in the following quadratic equation

$$
-e_j s_j^2 + (e_j d_j + \theta_j) s_j + (\mu_j - \theta_j d_j) = 0
$$

4. ALGORITHM DESIGN

The solution method presented in the previous section consists of an outer Gauss-Seidel loop and an inner gradient projection loop. In each iteration of the outer loop, before updating $y$, it is assumed that the gradient projection algorithm has converged to its optimal solution. However, ensuring convergence of the inner loop in a distributed manner is cumbersome, so another algorithm is presented here in which the number of iterations of the inner loop is constant (in our case, it is limited to 1). The new algorithm is as follows

I. Fix $y = y(t)$. Assume $x(t)$ is the primal variable that maximizes (17) given $y$, $\lambda(t)$, and $\nu(t)$. Update dual variables $\lambda(t + 1)$ and $\nu(t + 1)$ according to (21).

II. Let $z(t)$ be the point that maximizes (17) given the new dual variables $\lambda(t + 1)$ and $\nu(t + 1)$. Update $y$ as follows

$$
y(t + 1) = y(t) + \tau(z(t) - y(t)) \quad (22)
$$
if it has one inflection point $x_0$, and $f''(x) > 0$ for all $x < x_0$ and $f''(x) < 0$, for all $x > x_0$.

Figure 1: Comparison of different cost functions.

Solving the above equation, $s_j$ is given by

$$s_j = \frac{(e_j d_j + \theta_j) + \sqrt{(e_j d_j + \theta_j)^2 + 4e_j (\mu_j - \theta_j d_j)}}{2 e_j}.$$  

(26)

After finding $s_j$, every $x_{kj}^*$ can be computed by replacing the corresponding value of $s_j$ in (25) as follows

$$x_{kj}^* = \left[ \frac{1}{e_j} \left( \frac{u_j r_{kj}}{s_j} + e_j y_{kj} + \lambda_j r_{kj} - (c_k + y_k) \right) \right]_{[0,1]},$$

where $|x|_S$ is the projection of $x$ onto the set $S$.

5. GENERAL CONCAVE COST

In previous section, activation probability of a base station is shown to be equal to the fraction of resources allocated to users from that base station. Also, cost of activating a BS was considered linearly dependent on its probability of activation (fraction of allocated resources). However, this model may not appropriately reflect the energy consumption at base stations which is highly dependent on energy consumed for cooling, etc. and not the transmission power. This base energy cost can be included in the model by considering concave cost functions instead of linear ones. Such functions feature steep slope at lower activation values and become less steep as they move toward higher values. This behavior approximately resembles the zero-one nature of the cost function. Specifically, sigmoidal cost function are considered which are defined as follows

$$C(\alpha) = \frac{c}{1 + e^{-d(\alpha - \alpha_0)}}.$$  

(27)

These functions are concave where $c,d > 0$ and $\alpha > \alpha_0$. A sigmoidal function along with a linear one are illustrated in Figure 1

Employing a concave cost function changes the problem (7) as follows

$$\max_{\alpha, \nu} \sum_{b_i} U_i(\alpha, \nu) \geq C_i(\alpha_i),$$  

(28)

where each $C_i(\cdot)$ is an increasing, concave and continuously differentiable function in $[0,1]$. Problem (28) is in fact the difference of two concave functions, so it is not a convex optimization problem. However, it can be tackled using convex-concave procedure (CCCP) [24]. In CCCP, instead of dealing with (28) directly, a sequence of convex programs is formulated. At each step the following problem is solved

$$\alpha_{i+1} = \arg \max U_i(\alpha_i, \nu_i : \nu_i \in \mathcal{N}_i) - \alpha \nabla C_i(\alpha_i).$$  

(29)

The premise behind (29) is to replace the convex part of the objective, i.e., $-C_i(\alpha_i)$, with an affine approximation to make the problem locally convex. To do so, first-order Taylor approximation of the cost function around the current solution, i.e., $\alpha_i$, is utilized. Then, the new one, i.e., $\alpha_{i+1}$, is obtained by solving (29). Since $C_i(\cdot)$ is concave, we have

$$C_i(x) \leq C_i(y) + (y-x) \nabla C_i(x),$$

for all $x, y \in [0,1]$. Therefore, we have

$$U_i(\alpha_i^{i+1}) - C_i(\alpha_i^{i+1}) \geq U_i(\alpha_i^{i+1}) - (\alpha_i^{i+1} - \alpha_i) \nabla C_i(\alpha_i).$$  

(30)

Since $\alpha_i^{i+1} \in \arg \max U_i(\alpha) - \alpha \nabla C_i(\alpha)$, we also have

$$U_i(\alpha_i^{i+1}) - \alpha_i^{i+1} \nabla C_i(\alpha_i) \geq U_i(\alpha_i) - \alpha \nabla C_i(\alpha_i)$$

which results in

$$U_i(\alpha_i^{i+1}) - C_i(\alpha_i^{i+1}) \geq U_i(\alpha_i) - C_i(\alpha_i) \geq U_i(\alpha_i) - C_i(\alpha_i).$$  

(31)

The above argument shows that the sequence of $\alpha$'s is ascent, therefore, (29) converges to a local maximum. See [23] for detailed discussion of the convergence of CCCP.

Adapting our previous solution to the new sigmoidal cost function is straightforward. The only change that is needed to be made is the value of $c_k$. In this case, $c_k$ is not constant anymore but varies in each iteration. Specifically, the value of $c_k(t)$ depends on the fraction of resources allocated in the previous iteration as follows

$$c_k(t) = \nabla_x C(x(t)).$$

Assuming sigmoidal cost function (27) with inflection point of 0, $c_k$ is given by

$$c_k(t) = \frac{c d e^{x_k(t)}}{(e^{d x_k(t)} + 1)^2}.$$  

(32)

in problem (18). In this case, each base station $b_i$, in addition to updating its neighbors with the current value of $\nu_i$, needs to update them with the current value of $c_k(t)$ in each iteration.

6. NUMERICAL RESULTS

6.1 Simulation Parameters

We consider a network of size $1200m \times 1200m$. Base stations are placed on a regular grid. The distance between each two neighboring BSs is $200m$. There are a total of 25 base stations in the network. A base station is able to cover users which are up to $150m$ away from it.

The parameter values are adopted from [17] as the assumptions regarding channel gains are consistent with the standard 3GPP propagation models. The power gain between the sender and a receiver is $g = f(d)$ where $d$ is the distance from the sender to the receiver in $(km)$. $f(d) = 10^{-3.62 d^{-0.5}}$ with path loss exponent $\kappa = 3.6$ and $h_0 = -14.4$. The background noise is $N_0 = -174$ dbm $(Hz^{-1})$. The bandwidth is $1$ MHz and maximum power $P$ varies from $P = 4W$, to $P = 16W$. 

![Figure 1: Comparison of different cost functions.](image-url)
Our goal is to study the behavior of the distributed algorithm. Two scenarios for distribution of users in the network are considered: uniform and non-uniform. In the uniform case, location of a user is chosen uniformly at random in the network. To distribute users non-uniformly, nine crowded regions are considered in the network. Each crowded region is a circle of radius 160 m. Users are divided equally among these crowded regions and distributed uniformly within each region.

6.2 Convergence of Distributed Algorithm

We have implemented the distributed Algorithm in MATLAB. In the first set of results, we would like to demonstrate convergence of the algorithm to the optimal solution. Users are distributed non-uniformly in the network. In Figure 2 snapshot of base station locations, user distribution and activated base stations is demonstrated. As it is apparent from the figure, activated base stations are located at more populated areas (higher utilities). All BSs maximum transmission power is $P = 4W$. Also, cost of BS activation is assumed to be the 250. Demand at all locations is 0, so some of them are not covered.

In Figure 3 variation of activation probabilities of five nearby base stations (BSs in the left vertical line of the network snapshot) are shown during the course of the algorithm. Two of the aforementioned base stations are located in crowded regions, one of them in a lightly-loaded region, and the other two in regions with no users. Activation probabilities of the BSs in crowded regions converge to 1, the base station in the lightly loaded region to almost 0, and the other two to 0. As demonstrated, the algorithm converges in about 350 iterations with step-size $\xi = 0.02$. To demonstrate the sensitivity of the algorithm to step-size selection, the convergence of probabilities are shown for another step-size $\xi = 0.02$ in Figure 4. In this case, convergence happens in about iteration 700. This shows that the algorithm can be slow for lower values of $\xi$.

6.3 Effect of Utility and Activation Cost

To see the behavior of the distributed algorithm, both the activation cost and utilities have been varied. To increase the utilities, we increase the BS transmission power from $P = 4W$ to $P = 16W$. Figure 5 and 6 shows the number of activated base stations for different values of $P$ and activation costs. As can be seen in the figure, increasing the utilities allows more base stations to be activated while increasing the activation cost reduces the number of active base stations. In addition, uniform user distribution associates approximately the same number of locations to base stations which results in similar utilities for them. In comparison to the non-uniform user distribution, this allows activating more base stations when the cost is low. The opposite is true when the cost is high.
What is interesting is the matching between base stations and crowded places which is demonstrated in Figure 7. The figure demonstrate snapshots of the network and the corresponding active base stations while increasing the activation cost. The snapshots are taken from the above results where $P = 16W$. As the snapshot highlights, although the algorithm is randomized, it results in a good match between populated areas and activated base stations.

7. CONCLUSION AND FUTURE WORK

Distributed algorithms to the base station activation problem are investigated in this paper. The presented algorithm is designed to find the optimal operating point of the network in terms of utility and cost while guaranteeing network coverage. In the algorithm, finding appropriate step-size to ensure fast convergence of the distributed algorithm is difficult. As a future work, we plan to investigate distributed algorithms based on resorting KKT conditions [12], which do not use step-size and seem to result in faster convergence. Also, in this work, a randomized rounding procedure is used to activate base stations after finding the optimal activation probabilities. Other rounding methods [10] might be considered to guarantee coverage of inelastic demands.
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