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Abstract—This work studies the dynamic scheduling problems in wireless networks with delay-sensitive loss-tolerant users. The users’ traffic satisfies some statistical delay constraints. Moreover, the traffic can be dropped but the dropping rates do not exceed some thresholds. We consider two scheduling scenarios. First, we study the problem to minimize the total transmission power while maintaining the minimum rates for the users. Then, we study the problem to maximize the minimum rate(s) of the users while constraining the maximum total power. We derive the optimal solutions for both scheduling problems. When the fading statistics are available, using the dual-gradient method, the optimal policies can be computed. When the fading statistics are unknown, this work proposes online scheduling algorithms using online time-averaging. The convergence and optimality of the proposed algorithm are guaranteed by the results in stochastic approximation theory.
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I. INTRODUCTION

In wireless communications, dynamic (or opportunistic) scheduling exploiting the multi-user fading diversity and temporal fading diversity is an effective mechanism to manage interference and hence, improving the spectrum utilization [1]. While there have been many works on dynamic scheduling under different network settings, the ones more related to our current work are [2], [3], [4]. The work in [2], [3] proposes scheduling policies with minimum rate constraints for the users. The traffic is assumed to be delay insensitive and only one user is scheduled in each slot. The scheduling problems can be solved for the optimal solutions. Taking traffic delay into consideration, in [4], the power optimal scheduling policies with and without traffic dropping for guaranteed minimum rate and statistical delay for each user are developed. Users are assumed to time-share the channel (i.e., each user transmits for a non-overlapping fraction of time in each slot),\(^1\) and the scheduling problem is convex and can be solved for optimal solutions. In [2]–[4], online scheduling algorithms are proposed without requiring known fading statistics.

This current work considers dynamic scheduling problems for delay-sensitive loss-tolerant users (or applications), for example, voice over IP or multimedia transmission over wireless networks. Users are allowed to drop some of their traffic but the traffic dropping rates cannot exceed some thresholds. Moreover, the users’ traffic should satisfy some statistical delay constraints. Different from [4], users are assumed to transmit one at a time. We study two different scheduling formulations. First, we study the problem to minimize the total transmission power while maintaining the minimum rates with statistical delay guarantees for the users. Then we study the problem to maximize the minimum rate(s) of the users while constraining the maximum total power. We derive the optimal solutions for both scheduling problems. When the fading statistics are available, using the dual-gradient method, the optimal policies can be computed. Moreover, when the fading statistics are unknown, this work proposes online scheduling algorithms using online time-averaging. Illustrative results demonstrate the performance of the proposed scheduling algorithms in various settings.

\(^1\)In terms of implementation, time-sharing scheduling is usually applicable for downlink communications only while exclusive channel assignment scheduling can be used for both downlink and uplink communications.

II. PROBLEM FORMULATIONS

A. System model and scheduling metrics

Consider a single channel multi-user system with a centralized scheduler. Traffic for each user is stored in its own First-In-First-Out (FIFO) buffer. It is assumed that there is always a sufficient amount of backlogged data for scheduling purposes. Time is divided into slots of equal duration.

The channel state representing the power gain in slot \(t\) is denoted by the vector \(h^t = (h^t_1, h^t_2, \ldots, h^t_N) \in \mathcal{H}^N\), where \(h^t_i \in \mathcal{H}\) denotes the channel state of user \(i\), \(\mathcal{H}\) denotes the set of possible states, and \(N\) is the number of users. Let \(\mathcal{N} = \{1, \ldots, N\}\) be the (index) set of all users. The channel state is assumed to be time-varying block-fading over the time slots. We assume that \(\{h^t_i\}, \forall i, t\) are independent and identically distributed (i.i.d.) over \(\mathcal{H}\) with some general probability distribution function (PDF) \(\nu\). In slot \(t\), for user \(i, i \in \mathcal{N}\), we associate an indicator \(y^t_i \in \{0, 1\}\) which is 1 if user \(i\) is scheduled, otherwise 0. Since only one user is active in each slot, we have \(\sum_{i \in \mathcal{N}} y^t_i = 1, \forall t\). If user \(i\) is scheduled in slot \(t\), let \(z^t_i \geq 0\) and \(p^t_i \geq 0\) denote the amount of dropped traffic from user \(i\)’s buffer and the transmission power, respectively. Hence, \(z^t_i = p^t_i = 0\) for all non-scheduled users \(k \neq i\) in slot \(t\). The information theoretic rate \(r\) with power \(p\) under channel state \(h\) in a slot is considered:

\[ r(p, h) = \log(1 + ph). \]
The total power is defined:

$$\mathcal{P} \triangleq \lim_{T \to \infty} \frac{1}{T} \left\{ \sum_{t=1}^{T} \sum_{i=1}^{N} p_t^i y_t^i \right\} = \mathbb{E} \left\{ \sum_{i=1}^{N} p_i y_i \right\}$$  

where $\mathbb{E}\{\cdot\}$ denotes the statistical expectation with respect to (w.r.t.) the fading distribution $\nu$. The second equality holds due to ergodicity.

Each user’s traffic satisfies a statistical delay QoS constraint. In particular, it is required that the probability for the queue length of user $i$ exceeding a certain threshold, $x$, decays exponentially as a function of $x$. Such exponential decay is characterized by a delay exponent $\theta_i$ [5]:

$$\theta_i \triangleq -\lim_{x \to \infty} \frac{\log(P_r(q_i(\infty) > x))}{x} \in [0, \infty)$$  

where $q_i(\infty)$ denotes user $i$’s buffer length at equilibrium and $Pr(a > b)$ is the probability that the inequality $a > b$ holds. A higher $\theta_i$ means more stringent delay requirements for user $i$ and vice versa. Under the i.i.d. block fading channels assumption, the effective capacity of user $i$ with delay exponent $\theta_i$ is given by [5]:

$$C_i(\theta_i) \triangleq -\frac{1}{\theta_i} \log \left( \mathbb{E} \left\{ e^{-\theta_i y_i(z_i + r(p_i, h_i))} \right\} \right).$$  

$C_i(\theta_i)$ is interpreted as user $i$’s maximum constant arrival rate that the scheduling algorithm can support in order to guarantee the delay requirement specified by $\theta_i$.

The dropping rate of user $i$ is defined as the fraction between the amount of dropped traffic over the total amount of traffic leaving the buffer:

$$L_i \triangleq \lim_{T \to \infty} \frac{\sum_{t=1}^{T} y_t^i z_t^i}{\sum_{t=1}^{T} y_t^i (r(p_t^i, h_t^i) + z_t^i)} = \frac{\mathbb{E}\{y_i z_i\}}{\mathbb{E}\{y_i (r(p_i, h_i) + z_i)\}}.$$  

### B. Dynamic scheduling problem formulations

#### 1) Power-minimization scheduling: We study the scheduling problem to minimize the power while maintaining the minimum effective capacities and the maximum dropping rates for the users. In each slot, the scheduling policy determines which user should transmit and what should be its transmission power and the amount of traffic dropped from its buffer. Hence, the problem can be formally posed as:

$$\text{minimize } \mathcal{P}$$

such that:

$$C_i(\theta_i) \geq C_i^{\text{ef}}, \quad \forall i \in \mathcal{N}$$

$$L_i \leq L_i^*, \quad \forall i \in \mathcal{N}$$  

where $C_i^{\text{ef}}$ and $L_i^*$ are, respectively, the minimum effective capacity and maximum dropping rate requirements of user $i$. The traffic loss requirement gets more stringent as $L_i$ decreases and no traffic is dropped when $L_i = 0$.

2) Min-rate maximization scheduling: In the second problem, we aim at maximizing the minimum rate(s) of the users under the maximum power constraint. The scheduling problem can be stated as:

$$\begin{align*}
\text{maximize} & \quad \min_{i \in \mathcal{N}} \left\{ C_i(\theta_i) \right\} \\
\text{such that} & \quad \mathcal{P} \leq P_{\text{max}} \\
& \quad L_i \leq L_i^*, \quad \forall i \in \mathcal{N}
\end{align*}$$  

where $P_{\text{max}}$ is the maximum power constraint.

### III. POWER-MINIMIZATION SCHEDULING

#### A. Optimal policy characterization

The optimal solution of (4) is given in Theorem 1.2

**Theorem 1:** For channel state $\hat{h} = (h_1, \ldots, h_N)$, the optimal policy is to schedule user $k$ with power $p_k$ and amount of dropped traffic $z_k$ where:

$$k = \arg \min_{i \in \mathcal{N}} \{ F_i \}$$  

and the scheduling parameters for user $i \in \mathcal{N}$ are given by:

$$F_i = p_i + \lambda_i e^{-\theta_i (z_i + \log(1 + p_i h_i))} + \beta_i \left(1 - L_i \right) z_i - L_i \log(1 + p_i h_i)$$  

$$p_i = \left[ \beta_i - \frac{1}{h_i} \right]^+$$  

$$z_i = \left[ \frac{1}{\theta_i} \log \left( \frac{\beta_i (1 - L_i)}{\lambda_i \theta_i \left(1 + \left[ \beta_i - \frac{1}{h_i} \right]^+ \theta_i \right)} \right) \right]^+$$  

where $\lambda = (\lambda_1, \ldots, \lambda_N)$ and $\beta = (\beta_1, \ldots, \beta_N)$ are the multipliers of (4) associated with the capacity and dropping rate constraints, respectively; $[x]^+$ denotes $\max\{0, x\}$ for some number $x$.

At optimality, the inequality constraints are met with equalities and the multipliers $\lambda, \beta$ are strictly positive.

The scheduling policy takes into account both the channel conditions and QoS requirements of all the users. The power allocation (8) is water-filling solution with users having different water levels. The amount of dropped traffic $z_k$ for the scheduled user $k$ depends on the user $k$’s channel conditions. For favorable channel conditions, more traffic is transmitted and less traffic is dropped for the scheduled user and vice versa.

We say that the users are homogeneous when $\theta_i = \theta, C_i^{\text{ef}} = C^{\text{ef}}$ and $L_i = L, \forall i \in \mathcal{N}$.

**Lemma 1:** For homogeneous users, the optimal policy for (4) selects the user with largest channel state in each slot.

In general, the multipliers $\lambda, \beta$ can be found using dual-gradient iterations for user $i \in \mathcal{N}$:

$$\lambda_i^{t+1} = \lambda_i^t + \epsilon \mathbb{E}\{ e^{-\theta_i y_i(z_i + \log(1 + p_i h_i))} \} - e^{-\theta_i C_i^{\text{ef}}}$$  

$$\beta_i^{t+1} = \beta_i^t + \epsilon \mathbb{E}\{ y_i \left[1 - L_i \right] z_i - L_i \log(1 + p_i h_i) \}$$  

*Due to space limitation, we omit the proofs for the presented results.*
The optimal solution of (14) is given as follows.

\[ k = \arg \min_{i \in \mathcal{N}} \left\{ \tilde{\mathcal{F}}_i \right\} \tag{15} \]

and the scheduling parameters for user \( i \in \mathcal{N} \) are given by:

\[ \tilde{\mathcal{F}}_i = \kappa p_i + \lambda_i e^{-\theta_i (z_i + \log(1 + p_i h_i))} + \beta_i \left( 1 - L_i \right) z_i - L_i \log(1 + p_i h_i) \tag{16} \]

\[ p_i = \left[ \frac{\beta_i}{\kappa} - \frac{1}{h_i} \right]^+ \tag{17} \]

\[ z_i = \left[ -\frac{1}{\theta_i} \log \left( \frac{\beta_i (1 - L_i)}{\lambda_i \theta_i \left( 1 + \left[ \frac{p_i}{\kappa} - \frac{1}{h_i} \right]^+ \theta_i \right)} \right) \right]^+ \tag{18} \]

where \( \kappa, \lambda = (\lambda_1, \ldots, \lambda_N) \) and \( \beta = (\beta_1, \ldots, \beta_N) \) are the multipliers of (14) associated with the power, capacity and loss rate constraints, respectively. The optimal min-rate effective capacity \( C^* \) is given by:

\[ \sum_{i=1}^{N} \lambda_i \theta_i e^{-\theta_i C^*} = 1. \]

Again, at optimality, the inequalities are met with equalities and the Lagrange multipliers are positive.

**Lemma 2:** For homogeneous users, the optimal policy for (14) selects the user with largest channel state in each slot.

Similar to the power minimization scheduling problem, the multipliers in Theorem 2 can be computed using dual-gradient iterations when the fading PDF \( \nu \) is known. We omit the details here.

**B. Online min-rate maximization scheduling algorithm**

When the PDF \( \nu \) is unknown, the following online scheduling algorithm can be used to compute the multipliers in Theorem 2. The stochastic dual-gradient iterations for each user \( i \in \mathcal{N} \) in slot \( t = 1, 2, \ldots \) are:

\[ \tilde{\lambda}_i^{t+1} = \tilde{\lambda}_i^t + \epsilon^t \left( e^{-\theta_i y_i^t \left( z_i^t + \log(1 + p_i^t h_i^t) \right)} - e^{-\theta_i C^t} \right) \tag{19} \]

\[ \tilde{\beta}_i^{t+1} = \tilde{\beta}_i^t + \epsilon^t y_i^t \left( 1 - L_i \right) z_i^t - L_i \log(1 + p_i^t h_i^t) \tag{20} \]

\[ \tilde{\rho}_i^{t+1} = \tilde{\rho}_i^t + \epsilon^t \left( p_i^t - p_{\text{max}} \right) \tag{21} \]

with some initial positive values \( \kappa^t, \lambda^t, \) and \( \beta^t \). In (21), \( p_i^t \) equals to the allocated power for the scheduled user in slot \( t \). Also, \( C^t \) is computed such that:

\[ \sum_{i=1}^{N} \lambda_i^t \theta_i e^{-\theta_i C^t} = 1. \tag{22} \]

The optimal scheduling solutions \( z_i^t, y_i^t, \) and \( p_i^t \) are given in Theorem 2 using the current estimates of the multipliers. The convergence of the proposed algorithm is presented next.

**Proposition 2:** We have \( \lim_{t \to \infty} \tilde{\lambda}_i^t = \lambda_i \) and \( \lim_{t \to \infty} \tilde{\beta}_i^t = \beta_i \) for all \( i \in \mathcal{N} \), \( \lim_{t \to \infty} \rho_i^t = \kappa \), and \( \lim_{t \to \infty} C^t = C^* \).
V. ILLUSTRATIVE RESULTS

A. Simulation setup

Due to lack of space, we illustrate the results of the power minimization scheduling only. Without loss of generality, users are assumed to be homogeneous. The dropping rate threshold is fixed $L = 0.1$.

As an illustrative example, the channel state space is assumed to have $8$ states $H = \{0.0131, 0.0418, 0.0753, 0.1157, 0.1661, 0.2343, 0.3407, 0.6200\}$ with the corresponding probabilities $[1, 1, 2, 3, 2, 1, 1]/14$.

The learning duration, the learning rate sequence $\epsilon_t$, and the initial multipliers are varied for different simulation examples to ensure convergence within the running duration.

B. Illustrative results

We first plot the power consumption versus the capacity requirements $C_{ef}$ when $N = 2$ users for delay exponents $\theta = 1$ (more stringent delay constraint) and $\theta = 0.5$ in Fig. 1. Also, the power consumption when dropping is not allowed is also plotted, i.e., $L = 0$. It is clear that when the capacity requirement increases, more power is needed. Moreover, as the required capacity becomes larger, one needs to pay more in terms of excess power to provide the users an extra rate 0.05. By allowing traffic dropping at rate 0.1, power can be saved, especially at larger capacity requirement. For example, when $C_{ef} = 0.6$ and $\theta = 1$, traffic dropping can save approximately 30% in power consumption. Traffic dropping can save more power when the delay constraint is more stringent. It implies that more delay-sensitive applications benefit most from traffic dropping. Finally, less power is required for looser delay constraint since temporal diversity can be capitalized.

Fig. 2 shows the power consumption versus the number of users $N$ for $C_{ef} = 0.1$ and $0.15$ and $\theta = 1$. We can see that serving one more user requires more excess power when there are already a large number of users in the system. Also, more power is required for larger capacity requirements, especially when there are more users in the system.

We next examine the convergence of the learning algorithm (12)–(13). Let the parameters be $N = 2$, $L = 0.1$, $C_{ef} = 0.2$, and $\theta = 1$. The initial values for the multipliers are $\lambda^1 = [1, 2]$ and $\beta^1 = [1, 2]$. We choose different initial values on purpose to show that they will converge to the same values as expected. The learning sequence is $\epsilon_t = 1/t^{0.55}$ and the learning duration is $10^5$ slots. The estimated dropping rate and effective capacity for user $i$ at slot $t$ from the simulation traces are calculated as:

$$\bar{L}_i = \frac{\sum_{t=1}^{T} \bar{y}_t^i \bar{z}_t^i}{\sum_{t=1}^{T} \bar{y}_t^i (\bar{r}_t^i + \bar{z}_t^i)} \quad \tilde{C}_{et} = \frac{1}{\theta} \log \left( \frac{1}{\theta} \sum_{t=1}^{T} e^{-\theta y_t^i (z_t^i + r_t^i)} \right)$$

where $\bar{r}_t^i = \log (1 + \rho_t^i h_t^i)$. At convergence, it is expected that $\lim_{t \to \infty} \bar{L}_i^t \approx [0.1, 0.1]$ and $\lim_{t \to \infty} \tilde{C}_{et}^t \approx [0.2, 0.2]$.

We can see from Figures 3, 4, and 5 that the learning algorithm converges and at convergence, the dropping rates are $[0.1001, 0.0997]$ and the effective capacities are $[0.2000, 0.2002]$. Hence, the QoS requirements are satisfied with equalities. The convergent is reasonably fast for the chosen parameters. Let us examine the convergence of user 1, especially at the initial learning phase. During this learning phase, the estimated multiplier $\beta_1$ of the user 1 is smaller (than that of user 2), hence, its allocated power is smaller. Consequently, user 1’s achieved rate is below the target value. On the other hand, more traffic is dropped for user 1, and the dropping rate is above the threshold (see Fig. 4). Hence, when less data is transmitted, more data is dropped and vice versa.

VI. CONCLUSIONS

We have studied the dynamic scheduling problems in wireless networks with delay-sensitive loss-tolerant users. First, we studied the problem to minimize the total transmission power while maintaining the minimum rates with statistical delay...
guarantees for the users. Then, we studied the problem to maximize the minimum rate(s) of the users while constraining the maximum total power. Optimal solutions for both scheduling problems are derived. Moreover, this work proposes online scheduling algorithms using online time-averaging without requiring a-priori known fading statistics.
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